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PCA
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Principal component analysis (PCA) is a classic multivariate statistical analysis
technique.

— Obijective: size reduction.

original data space

PCA component space
—-
+ X
© ~
gy i
s S 2
2 e BB B -
o
POl
5
I
I
PC1

Gene 2

Gene 1



PCA

Let X = (Xi,..., Xp) be an observed p-dimensional random vector from the
p variate distribution P with finite second-order moments and covariance ma-
trix X.

We want to obtain (S~ := {u € R?,u'u = 1})
By = argmaxg gp—1 Var[B'X] = argmaxg g1 8'EB.
The first PC is then Y; := B} X. Then,
B» = argmaxggp-1 ,ﬂ/ﬁFOVar[,B/X].

The second PC is then Y, := B5X.

It is well known that using the spectral decomposition of X = ZI‘; 007 (A1 >
A2 > ... > )p are the eigenvalues and 64, . . . , 0, the associated eigenvectors
of X), then 8, =01, 8, = 0>, . ...
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Hypothesis testing and LAN

Let X be an observation described by a statistical
model {Py : 6 € ©}.

Consider a partition of © into © = Ho & H1 (P
denotes a disjoint union) where H, is called the
“null hypothesis” and H is the “alternative”.

A test problem is a decision problem in which only
two decisions are possible.

RH, (rejection of Ho)
(After observing X) or

RH, (non-rejection of )
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Hypothesis testing and LAN

Two mistakes can be made.

0 cHo 6 cH,
Type | error correct decision
RHo | (orobability =) | (probability = 1 — 3)
_ correct decision Type Il error
RHo | probability = 1 — probability = 3

— The ideal test would be one that minimizes both first- and second-class
risks.

Power of a test = P[RHo] = 1 — S when 8 € H;.
— we want to maximize the power.



Hypothesis testing and LAN

Let fy be a density of Py with respect to some measure p.

Definition
The model (Pg : @ € ©) is called differentiable in quadratic mean at @ is there
exists measurable functions Zo such that, as h — 0,

1 1, 2
W/{f;ﬁ,—f;/z— 5he,,z;;/z} du = o(1).

Definition

The sequence of statistical models (Pg”) : 0 € ©) is locally asymptotically
normal (LAN) at @ if there exist matrices r, and ' and random vectors Aé”)
such that, under Pf,”), for every converging sequence h, — h,

ap”

—1
o5 %n)"" N %h/l‘gh +or(1) and AP £ A(0,T).
‘)

8
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Hypothesis testing and LAN

Note : if the experiment (Py : 8 € ©) is differentiable in quadratic mean, then
the sequence of model (Pg’) : @ € ©) is LAN (with norming matrices r, = /nl).
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Weak identifiability

Testing problem: throughout the presentation, we consider the following
problem test :

Ho : 0 =0
H1 10 75 00
where 6 is the eigenvector associated with the largest eigenvalue A\ of the

underlying covariance matrix and 6, is a given unit vector of R”.

We will consider situations where A1 — X2 is small, that is a situation of weak
identifiability of 6.
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Weak identifiability

Objective : Paindaveine, Remy and Verdebout (2020) studied purely Gaus-
sian procedures for this problem in the Gaussian case.

— the objective of this work is to extend the results of Paindaveine, Remy
and Verdebout (2020) to

(i) the elliptical case;

(i) signed-rank procedures.
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Weakly identifiable models

We consider triangular arrays of elliptically symmetric observations X,;, i =
1,....,n,n=1,2,... where X1, ..., Xn form an observed n-tuple of mutually
independent p-dimensional random vectors with probability density function of
the form

1 1 _1uN1/2
fa,z,,Vn,ﬁ (X) = vaf1 Umvn|1/2f1 (;n(xlvn X) >, X e Rp7 (1)

where, £, :=lp + r,v80', o == |E,5|"/®) = (1 + r,v)"/?P is a scale parameter
in Ry := (0, 00),

Vi i=Xn/0% =1+ rv) Pl + r,v60’)
is a shape parameter with eigenvalues
Anty, = (1 + rnV)(p71)/p et v, = = Anpv, = (1 + I’,7V)71/p7

ol r, et v are positive real numbers and f; : Rf — R* := [0, 00) is a standard-
ized radial density (fi € F1).
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Weakly identifiable models

The resulting hypothesis will be denoted as P

0,r,v,fi*

Examples :

(i) the p-variate multinormal distribution, with radial density
fi(r) = ¢1(r) := exp(—apr?/2);

(i) the p-variate Student distributions, with radial densities (for v € R}
degrees of freedom) £ (r) = f{ ,(r) := (1 + @ r?/v) =P/,

where the positive constants a, and ap,, are such that f; € F;.

We denote by
i := dni(Vn) := |IV5 /?Xnll and  Upi := Uni(V5) := V;, 2Xpi /i

respectively the standardized elliptical distances and the multivariate signs,
i=1,...,n.
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Weakly identifiable models

We studied likelihood ratio of the form
(n)
d Oo-+vnTn,r,V,f

dP(”)

00.rn,v,fi

An :=log

for some admissible perturbations 7,, where (v,) is a positive real sequence.

Some sequences (r,) does not provide LAN (locally and asymptotically nor-
mal) experiments!

We first obtain a general result to derive the asymptotic behavior of A,. In the
following result, f, is a density associated with a certain distribution Py,  with
respect to a dominated measure p and Z,4,...,Z,, form a random sample
from the distribution Py, /.

16
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Weakly identifiable models

Proposition

Let (vn) be a positive real sequence and suppose that for all sequence (¥,) € © C RP,
there exists real valued functions Kf, ) . , where T, is a bounded sequence in RP, such
that

f/2 1/2 1 1/2 _
[ (5@ - 52@ - 5, @0 (z)) diu(z) = o(n~")
as n — oo. Assume furthermore that

Byn [nlg) - @m)] =0(1), 1) =By (&) (@m)?] = o),

17 9n,f

(2 e @) =182, =00

and

By [l ., Zm)PTIn(Cy) . (Zm))* > nef]] = o(1)

asn— oo. Then, asn — co underPf,),,
(n)

dP
9 )
e Z Z0) ~ 5T+ 00(1)
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Weakly identifiable models

We need some further mild regularity conditions on f; in the sequel.
Define ¢, := ff}/f1 where f1 is the a.e. derivative of f;.

In the next result, f; is supposed to be in the collection of all absolutely contin-
uous radial standardized densities F7 for which

To(1) := E[f,(dhi/0)(hi/0)?] < oc.

The following theorem describes the asymptotic behavior of A, in the following
four regimes:

(i) rn =1 : away from contiguity,

(ii) rn = o(1) with v/nr, — co: above contiguity,
(iii) r» = 1/+/n: under contiguity,
(iv) rn = o(1/+/n): under strict contiguity.
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Weakly identifiable models

Theorem

(i) (away from contiguity) if r, = 1, then, with v, = 1/+/n,

m._ Vv INAES A\ i gy g
Al = \/Hivﬁ(lp49090)(,7;¢,1 (E);un,umflp 8o

and
()
" plp+2)(1+v)

we have that, under P\"

0o,m,v,f’

(IP - 000(/))7

1
An = T;,A%n) = E"';;rﬁ Tn+ OP(1)

and that A%") is asymptotically normal with mean zero and covariance
matrix [y, ;
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Weakly identifiable models

Theorem

(ii) (above contiguity) if r, is o(1) with v/nr, — oo, then, with v, = 1/(\/nry),
N i\ Ghiyy 4y
AP = vy/A(l, — 006h) (E > e (?) TR |p> 6o
i=1

and ,
Tp(fi)Vv /

My = =——"——(l, — 600
fy p(p+2)(P 0f 0)7

we have that, under P\"

09,rn,v.f’
1
An = T;,A%n) = E"';;rﬁ Tn+ OP(1)

and that A%") is asymptotically normal with mean zero and covariance
matrix [y, ;
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Weakly identifiable models

Theorem

(iii) (under contiguity) if r, = 1/+/n, then, letting v, = 1,

: 15~ () iy 1
An =T vvn EZ@& 07 Euniuni_lp 00"‘57"

i=1

2 2 4
_ Je(h)v <|\Tn|| _ il >+OP(1),
plp+2)\ 2 8
under Pé’;)’,n,vyﬁ, where, ifT, — T, then

’ \[ 1 4 dnf dni / | 0 1
ToaVn n ;Wﬁ 0’7n ?nuniuni —Ip o+ é‘rn
is asymptotically normal with mean zero and covariance matrix

Jo(h) 2 7l
(I = )
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Weakly identifiable models

Theorem

(iv) (under strict contiguity) if r, = o(1/+/n), then, even with v, = 1, we have
that Ap = op(1) underP(,0 v

It follows that, for any fixed v > 0 and for any fixed sequence (r,) associated
with regime (i) or regime (ii), the sequence of models is LAN with central se-
quence

n \[V / 1 ! dni dn/
A\ = F(I” 6065) EZ;S"" ) Ul 1 )6

and Fisher information matrix

_ DV g
P = pp 21+ ov) P~ )

where § := 1 if regime (i) is considered and § := 0 otherwise.
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(Asymplolic behavior of signed-rank procedures)

Below, we denote by R,;(V,) the rank of dni(V,) among dn1(Vn), ..., dwn(Vn).

The rank-based test ¢px = qSﬁQ) of Hallin, Paindaveine and Verdebout (2010)
rejects the null hypothesis (at asymptotic level o) when

n, +2 (n
Q= %122 93)00) >X,011a

where 7,(K) is a constant, 8, stands for a constrained estimator of Vxy.’s jth
eigenvector for the shape estimator V1., of Tyler (1987) and the signed-rank
covariance matrix is of the form

w1 Ry

n ._ ni "

i’ = ;K<n+ 3 )Umum,

with K : (0,1) — R stands for some score function, Uy = Upi(BoAryeo) et
Fl'n,' = Rni(éo/\Tyleré:)) with éo = (907 92, . 7ép).
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(Asymptotic behavior of signed-rank procedures)

Proposition
Fix a unit p-vector 0y, v > 0 and g € F;. Then, for any sequence r,, Qx con-
verges weakly to a chi-square random variable with p — 1 degrees of freedom

(n)
under Poo,rn,v, o

— ¢k is robust to weak identifiability.

— Impact on asymptotic efficiency properties?
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(Asymptotic behavior of signed-rank procedures)

Fix a unit p-vector 6y, v > 0, g1 € F;. Then,

(@) when (i) rn =1 (6 = 1) or (i) r, = o(1) with \/nr, — oo (§ = 0), we
(n) o s

have that under P‘90 e/ (TG the test statistic Qx converges weakly

to a chi-square random variable with p — 1 degrees of freedom and non-

centrality parameter

“7#72(K7 g1 )V2
Fo(K)p(p + 2)(1 + V)

2
1%

where T ;= limp_s00 Tn;

26/ 31



(Asymptotic behavior of signed-rank procedures)

(n) . .
(b) under Po0 gy Qx converges weakly to a chi-square random vari

able with p — 1 degrees of freedom and with non-centrality parameter

VIS (K, 1) 2 ’ a2
PV VI r4(4 — |7 2 _|lr ; o
6 (Kp(p12) ™I (4~ 1715 =17l (2)
(c) when r, = o(1) with \/nr, — 0, we have that under Pﬁ,’;)ﬂmrmv,gw Q«
converges weakly to a chi-square random variable with p — 1 degrees of
freedom.
Therefore :

(1 + rp(g1)) TS (K, g1)
p(p + 2)Jp(K)

AREqgq,1,,v,g, (¢x/da) =

— not affected by weak identifiability.
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(Asymptolic behavior of signed-rank procedures)

Simulations
First simulation exercise : forany b = 0,1,...,5, we generate M = 2500
mutually independent random samples X,(.b”), i=1,...,n = 200, from the

p = 3-variate t; (r = 1), ts (r = 2) and normal (r = 3) distributions, with mean
zero and scatter matrix
T =1, + n~%/%9,40,

where 8y = (1,0, 0)’. This covers regimes (i) (b = 0), (i) (b = 1, 2), (iii) (b = 3)
and (iv) (b = 4,5).

We perform, at nominal level 5%, the Wilcoxon test ¢, and the van der Waer-
den test ¢k, for Hé”) 10 = 0,.
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(Asymptotic behavior of signed-rank procedures)

Wilcoxon
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Figure: Empirical rejection frequencies, under the null hypothesis, of the Wilcoxon test
¢k, and the van der Waerden test ¢, , performed at nominal level 5%.
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(Asymptolic behavior of signed-rank procedures)

Simulations

Second simulation exercice : we generate M = 100 000 mutually indepen-
dent random samples X!, i = 1,...,n = 10000, ¢ = 0,1,...,20, from the
p = 2-variate t distribution with mean zero and scatter matrix

) =1+ 07280 +70)(80 + T0)',
where 6o = (1,0)’ et g + 7, = (cos(¢w/40), sin(¢w/40))’.

The value ¢ = 0 is associated to the null hypothesis, while values £ = 1,...,20
provide increasingly severe alternatives.
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Asymptotic powers / Rejection frequencies
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(Asymptotic behavior of signed-rank procedures)

-~ Rejection frequencies
Asymptotic powers

0.0

Figure: Empirical rejection frequencies, under the null hypothesis and local
alternatives, of the van der Waerden test (¢x,, ), performed at nominal level 5%.
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